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Abstract – Complete recording of Cultural Heritage is a multi-disciplinary and multi-

dimensional process. It does not only address the problem of three-dimensional (3D) dig-

itization of objects and monuments but involves all the aspects of this new digital con-

tent management, representation and reproduction. It addresses issues affecting the 

whole life cycle of the digital cultural content. All involved processes have their own 

needs for advanced algorithms, new hardware and more sophisticated software imple-

mentations. In this paper we briefly review methods from all these fields, as an attempt 

to provide with an all-in-one approach to the problem both from a technician and a hu-

manitarian point of view. 

 

INTRODUCTION 
Complete recording of Cultural Heritage is a multidimensional process. It does not 

only address the problem of three-dimensional (3D) digitization of cultural objects but 

involves all the aspects of this new digital content management, representation and 

reproduction. It addresses issues affecting the whole life cycle of the digital cultural 

content. Five main processes can be identified in digital recording. All there processes 

have their own needs for advanced algorithms, new hardware and more sophisticated 

software implementations: 

• Digitization in 3D 

• Processing and storage of 3D data 

• Archiving and management of 3D data 

• Visualization and dissemination of 3D data 

• Replication and reproduction of 3D data 

 

                                                 
∗
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3D digitization of cultural heritage is the first step of the overall process of the com-

plete recording of objects. It consists of multiple processes and exhibits variations in 

accordance with specific application requirements. Due to the complexity of the dig-

itization needs that emerge from the objects themselves, there is a plethora of methods 

and technologies. The target of every such technique is to address successfully a par-

ticular type of objects or class of objects or monuments, or to fulfill particular de-

mands and needs of a specific digital recording project (i.e. complete recording for 

archiving, digitization for presentation, digitization for commercial exploitation). The 

plethora of available 3D digitization systems is the result of three main factors that 

influence the suitability and the applicability of a method: 

1. Complexity in size and shape 

2. Morphological complexity (level of detail) 

3. Diversity of raw materials 

 

Size and material are crucial factors for the chosen technique. More specifically, there 

are techniques that produce satisfying results for microscopic objects, others for 

small, medium and large objects. Different techniques are used for ceramic, stone, 

metallic or glass objects. It should also be noted that techniques with satisfying results 

for one group of objects is often proven inappropriate for other. An extensive study on 

the available methods for 3D digitization of cultural heritage has resulted on some 

essential criteria that can be used as guidelines to choose the most appropriate meth-

odology or technique. The Nine-Criteria-Table (Table I) summarizes the most impor-

tant parameters for choosing a 3D digitization system for cultural heritage applica-

tions. 

 

Table I. The nine basic criteria for the selection of a 3D digitization methodology 

No Criterion 

1. Cost 

2. Material of digitization subject 

3. Size of digitization subject 

4. Portability of equipment 

5. Accuracy of the system 

6. Texture acquisition 

7. Productivity of the technique 

8. Skill requirements 

9. Compliance of produced data with standards 

 

 

3D DIGITIZATION 
3D digitization of cultural content can be mainly categorized by the size of objects it 

is applied to. Due to technical limitations and application requirements, there must be 

a distinction between the digitization of objects and the digitization of monuments. 

Digitization of monuments is, in many cases, based on methods that involve tradi-

tional topographic techniques (due to the scale in this problem). On the other hand 

digitization of objects is a field of continuous research and development that can offer 

many possibilities, again under the scope of a specific digitization plan. In Table II we 

briefly review some of these methods. 
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Table II. 3D digitization techniques 

Laser scanning Laser scanning techniques are based on a system with a laser source and an optical 

detector. The laser source emits light in the form of a line or a pattern on the surface 

of the objects and the optical detector (usually a digital camera) detects this line or 

pattern on the objects. By applying the well known triangulation principle the sys-

tem is able to extract the geometry of the objects [1]-[5]. 

Structured light This method is based on projecting a specific pattern on the surface of the objects 

and trying to extract geometry information from the deformations of this pattern 

[6]-[33]. 

Shape from 

silhouette 

This technique is based on multiple photographic capturing of the object from dif-

ferent viewing angles, and deducing the geometry from the object’s silhouettes 

[34]-[44]. 

Shape from 

stereo 

Main goal of this method is the extrapolation of as much geometry information as 

possible from only a pair of photographs taken from known angles and relative po-

sitions, simulating the human visual system [45]-[47]. 

Shape from 

video 

Shape from video is a variant of shape from stereo. Here the two photo cameras are 

replaced by a video camera that captures the object in a sequence of images from 

different views. A basic requirement for the application of this method is that the 

object is at complete rest and with no movable parts [48]-[49]. 

Shape from 

shading 

This method requires the capturing of the object from one viewing angle under 

varying light source position, which causes the shading to vary (in size, shape and 

position) on the surface of the object. This way, special algorithms could deduce the 

geometry of the surface of the object by using multiple photos of different shading 

conditions [50]. 

Shape from 

texture 

The idea in this method is to identify small structuring texture elements (texels) and 

to find their possible transformations in order to reproduce the whole surface of an 

object. These identified transformations can then be used to extract the actual 3D 

surface geometry [51]. 

Shape from 

photometry 

Shape from photometry is a variant of shape from shading. Here the photos show 

the object from one viewing angle but varying lighting conditions [52]-[54]. 

Shape from 

focus 

The method is recursive and is based on taking photos of an object while adjusting, 

continuously, the focus plane. By knowing the position of this focus plane (from the 

whole setup and the positioning of the system) we are able to map the focused pix-

els in an image on the correct position in the 3D depth map [55]-[57]. 

Shape from 

shadow 

Shape from shadow rebuilds the 3D model of an object by exploiting the deforma-

tion of the shadow of a known object which is projected onto the surface of the sub-

ject of digitization, when the light is moving [58]. 

Contact systems These systems are based on continuous contact with the objects while measuring 

their position in 3D space [59]. 

 

3D DIGITAL DATA STORAGE 
Data produced by the process of 3D digitization are usually large files, the size of 

which depends on both the size of the digitized subject and the resolution of digitiza-

tion [60]-[64]. The raw material delivered by the 3D digitization hardware (3D scan-

ner) most of the times is available in a file format which is recognized only by the 

software used for the acquisition of that data and it is initially stored on the local hard 

drive of the digitization workstation. Afterwards, that raw material must be collected 

and adequately processed, in order to produce the anticipated for each application re-

sult. More or less, the procedures involved after the end of 3D scanning are: 

1. Storage of raw material for archiving purposes. Accompanying metadata in-

formation is mandatory. 

2. Construction of a unified form from the raw material, representative of the 

digitized subject. Metadata must not be excluded from the storage of that 

form. 
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3. Conversion, of the outcome from the 2
nd
 stage, to a file format more common 

to the 3D computer graphics industry. Storage including metadata informa-

tion is compulsory for the products of this stage also.  

4. Further conversion to file formats that are more adequate for the needs of a 

specific application. 

 

Depending on application, metadata information can be determined by the following 

three basic categories [65]-[67]. 

1. Descriptive information on the subject, provided by the user. 

2. Information for the administration of the data (i.e. version control etc) 

3. Algorithmic description of the data, for the purpose of content based search and 

retrieval of the information. Therefore the results from a content based data-

base query are not affected by the error prone user based description of the 

data. 

 

For the selection of the device which will be used for the storage of the huge amount 

of digital information, produced by the 3D digitization process, we must take into 

consideration the following characteristics: 

1. Data access time. 

2. Data transfer rate, from the storage device to the computer memory and vice 

versa. 

3. Multi user access capabilities. 

4. Digital storage capacity 

5. Utilization frequency. 

6. Data retention lifetime of the storage medium. 

7. Required environmental conditions for the storage and operation of the storage 

device / medium. 

8. Cost per digital storage unit (Megabyte / Gigabyte). 

 

In order to conserve a digital collection as much as possible, we have to keep up with 

the rules prescribed by the manufacturer of the selected storage medium. Appropriate 

handling and storing of the storage medium is vital for its lifetime and consequently 

for the survival of the stored information too. In order to prolong data’s lifetime even 

more, periodic storage medium check ups and precautionary copying of their data to a 

newer medium of the same type is a good practice. However, due to the frenzied evo-

lution of computer hardware, both storage devices and their storage mediums are ren-

dered obsolete before reaching even the half of their lifespan. Thus, data migration to 

a tested modern storage solution is the best practice. The following table depicts some 

of the characteristics of today’s storage media. 

 

3D DIGITAL DATA REPRODUCTION 
The reproduction of a 3D digitized subject is feasible via two different ways: 

1. Digital reproduction of data. The most common devices for making multiple 

copies of digital subjects, in order to make that information available to com-

puter users without access to broadband internet connection, are the optical 

disc (CD / DVD) multiplication devices.  

2. Physical reproduction of data. 3D printing, or solid imaging, is another way for 

reproducing the information gathered from the process of 3D digitization. 3D 

printing is the process of creating a tangible copy of intangible digital data, us-
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ing a special device, which is able to construct the material representation of 

the 3D dataset. 

 

3D DIGITAL DATA VISUALIZATION 
For the electronic presentation of 3D digitized subjects we can choose from a wide 

variety of electronic display equipment, depending on the specific requirements of 

each application. The parameters that we must consider for the selection of the most 

adequate imaging device are [68]-[70]: 

• The number of people that are watching simultaneously the presentation. That 

determines the size of the display device. 

• Stereoscopic presentation of the 3D subject, in order to set the 3
rd
 dimension 

perceivable by the user. 

• User interaction degree. For example, whether the user will be able to wander 

freely in the virtual 3D world or be restricted in a certain course. That parame-

ter of presentation determines the type of hardware, which will provide the 

images to the electronic display device. In the case of the predetermined 

course, that device could be a simple video player, which costs less than 100 

€. In case of free wandering in the 3D world, however, the image supplying 

device could vary from a simple personal computer, with cost of a couple of 

hundreds €, to a visualization workstation that costs a lot of thousands €. 

 

A significant number of companies  use projectors in various ways in order to con-

struct special display devices, such as walls, caves, domes etc. These display devices 

are known as immersive displays and their cost is usually huge. Depending on the ap-

plication, the cost usually starts form a couple of thousands € and can easily surpass 

100,000 €. Except the common 2 dimensional display systems, there are electronic 

devices that are able to display true 3D information, without demanding the use of 

special accessories, like glasses, in order to achieve that. These devices are known as 

active 3D displays and are available in three different types: 

1. Flat panel displays (Plasma and TFT), which provide the sense of depth via 

special lenticular filters in front of the display. 

2. 3D Volumetric displays, where the third dimension is produced by projecting 

the appropriate sequence of images on a very fast moving semitransparent 

surfaces. 

3. Head mounted displays (HMD). These are wearable devices which provide a 

small display screen in front of each eye. Those displays are independent, so 

by feeding them with the appropriate images it is possible to achieve the re-

quired effect of true stereoscopic vision. 

 

REFERENCES 
[1] Curless, B.; Levoy, M. (1995), Better optical triangulation through spacetime 

analysis, Proceedings of Fifth International Conference on Computer Vision, 20-

23 June 1995, pp. 987 – 994. 

[2] Rioux, M., (1994). Digital 3-D Imaging: Theory and Applications, SPIE Proceed-

ings, Videometrics III,International Symposium on Photonic and Sensors and 

Controls for Commercial Applications, Boston, 2650, pp. 2-15. 



Third International Conference of Museology & Annual Conference of AVICOM  

Mytilene, June 5 – 9, 2006  

G. Pavlidis, D. Tsiafakis, A. Koutsoudis, F. Arnaoutoglou, V. Tsioukas, C. Chamzas 

_____________________________________________________________________ 

_____________________________________________________________________

6/9 

[3] Beraldin, J.-A., Blais, F., Cournoyer, L., Godin, G and Rioux, M. (2000), “Active 

3D sensing”, SCUOLA NORMALE SUPERIORE PISA, Centro di Ricerche Infor-

matiche per i Beni Culturali. 

[4] Forest, J., Salvi, J., Cabruja, E. and Pous, C. (2004), Laser stripe peak detector for 

3D Scanners. A FIR filter approach, 17th International Conference on Pattern 

Recognition, ICPR 2004, 23-26 August 2004, Cambridge, UK. 

[5] Guidi, G., Beraldin, J.-A. and Atzeni, C. (2004), High-Accuracy 3D modeling of 

Cultural Heritage: The Digitizing of Donatello’s Maddalena, IEEE Transactions 

on Image processing, March 2004, Vol.13, No.3. 

[6] Salvi, J., Pages, J. and Batlle, J. (2004), Pattern codification strategies in struc-

tured light systems, PR (37), No. 4, April 2004, pp. 827-849. 

[7] Posdamer, J. L. and Altschuler, M. D. (1982), Surface measurement by space-

encoded projected beam systems, Computer Graphics and Image Processing, 18 

(1), pp. 1–17. 

[8] Inokuchi, S., Sato, K. and Matsuda, F. (1984), Range imaging system for 3-D ob-

ject recognition, in Proceedings of the International Conference on Pattern Rec-

ognition, 1984, pp. 806–808. 

[9] Trobina, M. (1995), Error model of a coded-light range sensor, Technical report, 

Communication Technology Laboratory, ETH Zentrum, Zurich. 

[10] Rocchini, C., Cignoni, P., Montani, C., Pingi, P. and Scopigno, R. (2001), A 

low cost 3D scanner based on structured light, in A. Chalmers, T.-M. Rhyne 

(Eds.), EG 2001 Proceedings, Vol. 20 (3), Blackwell Publishing, pp. 299–308. 

[11] Caspi, D., Kiryati, N. and Shamir, J. (1998), Range imaging with adaptive color 

structured light, Pattern analysis and machine intelligence, 20 (5), pp. 470–480. 

[12] Gühring (2001), Dense 3-d surface acquisition by structured light using off-the-

shelf components, Videometrics and Optical Methods for 3D Shape Measurement, 

4309, pp. 220–231. 

[13] Hall-Holt, O. and Rusinkiewicz, S. (2001), Stripe boundary codes for real-time 

structured-light range scanning of moving objects, in The 8th IEEE International 

Conference on Computer Vision, pp. II: 359–366. 

[14] Maruyama, M. and Abe, S. (1993), Range sensing by projecting multiple slits 

with random cuts, Pattern Analysis and Machine Intelligence, 15 (6), pp. 647–

651. 

[15] Durdle, N. G., Thayyoor, J. and Raso, V. J. (1998), An improved structured 

light technique for surface reconstruction of the human trunk, in IEEE Canadian 

Conference on Electrical and Computer Engineering, Vol. 2, pp. 874–877. 

[16] Salvi, J., Batlle, J. and Mouaddib, E. (1998), A robust-coded pattern projection 

for dynamic 3d scene measurement, International Journal of Pattern Recognition 

Letters (19), pp. 1055–1065. 

[17] Petriu, E. M., Sakr, Z., S. H. J. W. and Moica, A. (2000), Object recognition 

using pseudo-random color encoded structured light, in Proceedings of the 17th 

IEEE Instrumentation and Measurement technology Conference, Vol. 3, pp.1237–

1241. 

[18] Lavoie, P., Ionescu, D. and Petriu, E. (1999), A high precision 3D object recon-

struction method using a color coded grid and nurbs, in Proceedings of the Inter-

national Conference on Image Analysis and Processing, Venice, Italy, pp. 370–

375. 



Third International Conference of Museology & Annual Conference of AVICOM  

Mytilene, June 5 – 9, 2006  

G. Pavlidis, D. Tsiafakis, A. Koutsoudis, F. Arnaoutoglou, V. Tsioukas, C. Chamzas 

_____________________________________________________________________ 

_____________________________________________________________________

7/9 

[19] Zhang, L., Curless, B. and Seitz, S. M. (2002), Rapid shape acquisition using 

color structured light and multi-pass dynamic programming, in Int. Symposium on 

3D Data Processing Visualization and Transmission, Padova, Italy. 

[20] Chen, C., Hung, Y., Chiang, C. and Wu, J. (1997), Range data acquisition using 

color structured lighting and stereovision, Image and Vision Computing, 15, pp. 

445–456. 

[21] Petriu, E. M., Bieseman, T., Trif, N., McMath, W. S. and Yeung, S. K., Visual 

object recognition using pseudo-random grid encoding, in Proceedings of the 

IEEE/RSJ International Conference on Intelligent Robots and Systems, pp.1617–

1624. 

[22] Spoelder, H. J.W., Vos, F. M., Petriu, E. M. and Groen, F. C. A. (2000), Some 

aspects of pseudo random binary array-based surface characterization, IEEE 

Transactions on instrumentation and measurement 49 (6), pp. 1331–1336. 

[23] Griffin, P., Narasimhan, L. and Yee, S. (1992), Generation of uniquely encoded 

light patterns for range data acquisition, Pattern Recognition 25 (6), pp. 609–616. 

[24] Morano, R. A., Ozturk, C., Conn, R., Dubin, S., Zietz, S., Nissanov, J. (1998), 

Structured light using pseudorandom codes, Pattern Analysis and Machine Intelli-

gence 20 (3), pp. 322–327. 

[25] Carrihill, B. and Hummel, R. (1985), Experiments with the intensity ratio depth 

sensor, in Computer Vision, Graphics and Image Processing, Vol. 32, Academic 

Press, pp. 337–358. 

[26] Miyasaka, T., Kuroda, K., Hirose, M. and Araki, K. (2000), High speed 3-D 

measurement system using incoherent light source for human performance analy-

sis, in Proceedings of the 19th Congress of The International Society for Photo-

grammetry and Remote Sensing, The Netherlands, Amsterdam, pp. 65–69. 

[27] Chazan, G. and Kiryati, N. (1995), Pyramidal intensity-ratio depth sensor, Tech-

nical report 121, Center for Communication and Information Technologies, De-

partment of Electrical Engineering, Technion, Haifa, Israel. 

[28] Tajima, J. and Iwakawa, M. (1990), 3-D data acquisition by rainbow range 

finder, in International Conference on Pattern Recognition, pp. 309–313. 

[29] Sato, T. (1999), Multispectral pattern projection range finder, in Proceedings of 

the Conference on Three-Dimensional Image Capturer and Applications II, Vol. 

3640, SPIE, San Jose, California, pp. 28–37. 

[30] Wust, C. and Capson, D.W. (1991), Surface profile measurement using color 

fringe projection, Machine Vision and Applications 4, pp. 193–203. 

[31] Horn, E. and Kiryati, N. (1998), Toward optimal structured light patterns, Im-

age and Vision Computing 17 (2), pp. 87-97. 

[32] Salvi, J., Pagès, J. and  Batlle, J. (2004), Pattern codification strategies in struc-

tured light systems, Pattern Recognition. Volume 37, Issue 4, April 2004, pp. 827-

849. 

[33] Rocchini, C., Cignoni, P., Montani, C., Pingi, P. and Scopigno, R. (2001), A 

low cost 3D scanner based on structured light, in A. Chalmers, T.-M. Rhyne 

(Eds.), EG 2001 Proceedings, Vol. 20(3), Blackwell Publishing, pp. 299–308. 

[34] Zhang, Z. (1998), Modeling Geometric Structure and Illumination Variation of 

a Scene from Real Images, In Proc. International Conference on Computer Vision 

(ICCV’98), January 4–7, Bombay, India 

[35] Tosovic S., Sablatnig R. and Kampel M. (2002), On combining shape from sil-

houette and shape from structured light, in: H. Wildenauer and W. Kropatsch, 

(Eds.), Proc. of 7th Computer Vision Winter Workshop, pp. 108-118. 



Third International Conference of Museology & Annual Conference of AVICOM  

Mytilene, June 5 – 9, 2006  

G. Pavlidis, D. Tsiafakis, A. Koutsoudis, F. Arnaoutoglou, V. Tsioukas, C. Chamzas 

_____________________________________________________________________ 

_____________________________________________________________________

8/9 

[36] Laurentini, A. (1994), The Visual Hull Concept for Silhouette-Based Image 

Understanding, IEEE Transactions on Pattern Analysis and Machine Intelligence, 

v.16 n.2, pp.150-162. 

[37] Sablatnig R., Tosovic S. and Kampel M. (2003), Next View Planning for Shape 

from silhouette, in: Drbohlav O., (Ed.), Proc. of 8th Computer Vision Winter 

Workshop 2003, Valtice, Czech Republic, pp.77-82. 

[38] Baumberg, A., Lyons, A. and Taylor, R. (2003), 3D S.O.M. – A commercial 

software solution to 3D scanning, Vision, Video, and Graphics (2003), The Euro-

graphics Association 2003. Eurographics Partner Event Vision, Video, and 

Graphics 2003. Bath UK. 

[39] Potmesil, M. (1987), Generating Octree Models of 3D Objects from their Sil-

houettes in a Sequence of Images, CVGIP 40, pp. 1-29. 

[40] Noborio, H Fukuda, S. and Arimoto, S. (1988), Construction of the octree ap-

proximating three-dimensional objects by using multiple views, IEEE Trans. on 

PAMI, Vol.10, pp.769-782. 

[41] Ahuja, N.  and Veenstra, J. (1989), Generating Octrees from Object Silhouettes 

in Orthographic Views, IEEE Trans. Pattern Analysis and Machine Intelligence, 

February 1989, pp. 137-149. 

[42] Matsumoto, Y., Terasaki, H., Sugimoto, K. and Arakawa, T. (1997), A Portable 

Three-dimensional Digitizer, IEEE 1997, 3-D Digital Imaging and Modelling. 

[43] Lensch, H.P.A., Heidrich, W. and Seidel, H.P. (2001), A silhouette-Based algo-

rithm for texture registration and stitching, Elsevier Science (USA), 1524-

0703/01. 

[44] Laurentini A. (1994), The Visual Hull Concept for Silhouette-Based Image Un-

derstanding, IEEE Transactions on Pattern Analysis and Machine Intelligence, 

v.16 n.2, p.150-162. 

[45] Scharstein, D.  and Szeliski, R. (2002). A Taxonomy and Evaluation of Dense 

Two-Frame Stereo Correspondence Algorithms, IJCV 2002. 

[46] Bertozzi, M., Broggi, A., Conte, G. and Fascioli, A. (2002), Stereo-Vision Sys-

tem performance analysis, Enabling Technologies for the PRASSI Autonomous 

Robot. ENEA, Rome, Italy, ISBN 8882860248, pp. 68-73. 

[47] Streilein, A., Van den Heuvel, F. (1999), Potential and limitation for the 3D 

documentation of cultural heritage from a single image, CIPA International Sym-

posium 1999, October 3-6, Recife/Olinda - PE – Brazil. 

[48] Chiuso, A., Jin, H., Favaro, P. and Soatto, S.  (2000). MFm: 3-D Motion and 

Structure from 2-D Motion Causally Integrated Over Time: Implementation, In 

Computer Vision - ECCV 2000, D. Vernon ed., Lect. Notes in Computer Science 

1843, pp. 734-750. 

[49] Van Gool, L., Defoort, F., Pollefeys, M., Koch, R., Proesmans, M. and Vergau-

wen, M. (1998), Special Lecture: 3D Modeling for Communications, Computer 

Graphics International 1998, June 22 - 26, Hannover, Germany, p. 482. 

[50] Zhang, R., Tsai, P.-S., Cryer, J.E. and Shah, M. (1999), Shape from Shading: A 

Survey, IEEE Transactions on Pattern Analysis and Machine Intelligence, August 

1999, Vol. 21, No. 8. 

[51] Forsyth, D.A. (2002), Shape from texture without boundaries, Proceedings of 

the 7th European Conference on Computer Vision-Part III ISBN:3-540-43746-0, 

pp. 225 - 239,. 



Third International Conference of Museology & Annual Conference of AVICOM  

Mytilene, June 5 – 9, 2006  

G. Pavlidis, D. Tsiafakis, A. Koutsoudis, F. Arnaoutoglou, V. Tsioukas, C. Chamzas 

_____________________________________________________________________ 

_____________________________________________________________________

9/9 

[52] Chen, X.-Y., Klette, R. and Chen, C.-F. (2003), 3D Reconstruction Using Shape 

from Photometric Stereo and Contours”, Image and Vision Computing, Palmers 

ton North. 

[53] Basri, R. and Jacobs, D. (2001), Photometric Stereo with General, Unknown 

Lighting, IEEE Conference on Computer Vision and Pattern Recognition 2001. 

[54] Hertzmann, A. and Seitz, S. M. (2003), Shape and Materials by Example: A 

Photometric Stereo Approach, Proceedings of CVPR 2003, IEEE Computer Soci-

ety Conference on Computer Vision and Pattern Recognition. 

[55] Besl, P.J. (1988), Optical range imaging sensors, Machine Vision and Applica-

tions, 1, pp. 127-152. 

[56] Schechner, Y. Y. (2000), Depth from Defocus vs. Stereo: How different really 

are they?, International Journal of Computer Vision, 89, pp. 141-162. 

[57] Favaro, P. (2002), Shape from Focus/Defocus, Washington University Depart-

ment of Electrical Engineering Electronic Signals and Systems Research Lab, 

http://homepages.inf.ed.ac.uk/rbf/CVonline/LOCAL_COPIES/FAVARO1/dfdtuto

rial.html 

[58] Bouguet, J.-Y. and Perona, P. (1998), 3D Photography on your desk, in Proc. 

Of the Int. Conf. On Computer Vision, Bombay, India. 

[59] Nashman, M., Hong, T. Rippey, W. and Herman, M. (1996), An Integrated Vi-

sion Touch-Probe System for Dimensional Inspection Tasks, Proceedings of the 

SME Applied Machine Vision `96 Conference, Cincinnati, OH. 

[60] Hoagland, A. S. (2002), Information Storage: Yesterday, Today and Tomorrow 

Magnetic Disk Heritage Center (MDHC). 

[61] Hulme, P.G. (1996), Mass storage the options, International Broadcasting Con-

vention, Conference publication No. 428, IEE 1996. 

[62] Przybyla, A. M. and Huth, G. (2004), Preparing for the Worst: Managing Re-

cords Disasters, The University of the State of New York. 

[63] Schwarz, T. (2000), Magnetic Tape as the Mass Storage Medium, IEEE-NASA 

MSS Conference 2000. 

http://romulus.gsfc.nasa.gov/msst/conf2000/VG/C04VG.PDF 

[64] Leonhardt, M. (2003), Future Directions for Recording Technologies, THIC 

Meeting at StorageTek, http://www.thic.org/pdf/Jul03/stk.mleonhardt.030722.pdf. 

[65] Heslop, H., Davis, S. and Wilson, A. (2002), An Approach to the Preservation 

of Digital Records, National Archives of Australia. 

[66] Cedars Guide to Digital Collection Management, The Cedars Project (2002), 

http://www.leeds.ac.uk/cedars/guideto/collmanagement/. 

[67] Manjunath, B.S., Salembier, P. and Sikora, T. (2002), Introduction to MPEG – 

7, John Wiley & Sons, Ltd, ISBN: 0471486787. 

[68] Hornbeck, L. J. (1998), Digital Light Processing—Introduction From cathode 

rays to digital micromirrors: A history of electronic projection display technology, 

Texas Instruments TECHNICAL JOURNAL. 

[69] Favalora, G. E., Napoli, J., Hall, D. M., Dorval, R. K., Giovinco, M. G., Rich-

mond, M. J. and Chun, W. S. (2002). 100 Million-voxel volumetric display, 

SPIE's 16th Annual International Symposium on Aerospace/Defense Sensing, 

Simulation, and Controls. 

[70] Van Berkel, C., Franklin, A.R. and Mansell, J.R. (1996), Design & Apps of 3D-

LCD, Proc SID Euro-Display96, pp. 109-112, 1996. 

 


